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ABSTRACT

In this paper, we study search bot traffic from search engirszyq

logs at a large scale. Although bots that generate searfflt tra

aggressively can be easily detected, a large number oftdittd,
low rate search bots are difficult to identify and are oftesoas
ated with malicious attacks. We present SBotMiner, a system
automatically identifying stealthy, low-rate search bafffic from
query logs. Instead of detecting individual bots, our apphocap-
tures groups of distributed, coordinated search bots. dJsam-
pled data from two different months, SBotMiner identifieeo$23
million bot-related pageviews, accounting for 3.8% of kotaffic.
Our in-depth analysis shows that a large fraction of thetifled
bot traffic may be associated with various malicious ad¢éigisuch
as phishing attacks or vulnerability exploits. This findewgggests
that detecting search bot traffic holds great promise tocticied
stop attacks early on.

Categories and Subject Descriptors

H.3.0 [Information Storage and Retrieval]: Information Search
and Retrieval-Generaj C.2.0 [Computer Communication Net-
works]: General—security and protection

General Terms
Algorithms, Security, Measurement

Keywords

Web search, search log analysis, botnet detection, cléldfr

1. INTRODUCTION

Web search has been a powerful and indispensable means fo

people to obtain information today. With an increasing antou
of Web information being crawled and indexed by search erggin
attackers are also exploiting search as a channel for irsthom
collection and malicious attacks. For example, previousliss
have reported botnet attacks that search and click adeentists
displayed with query results to deplete competitors’ atisement
budgets [9].
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In this paper, we study more broadly bot-generated seaaffictr
from search engine query logs. We focus on not just malicitiok
bot traffic, but any query that was submitted by non-humamsuse
Identifying and filtering such bot traffic is critical to sehren-
gine operators for a number of important reasons, includiiod-
fraud detection, page-rank computation, and auto-compéetture
training. For example, click-through rates can be used frave
query result rankings [2]. The existence of a large numbédyodf
generated queries may result in either inflated or deflatedtyqu
click-through rates, hence may have negative impact ondaech
result rankings.

More importantly, detecting bot-generated search traffgro-
found implications for the ongoing arms race of network sizu
While many bot queries from individual hosts may be legitiena
(e.g., academic crawling of specific Web pages), a significan
fraction of bot search traffic is associated with maliciottacks
at different phases. In addition to the well known clickefdaat-
tacks that can be commonly observed in query logs, attacksos
use search engines to find Web sites with vulnerabilitiebatoest
email addresses for spamming, or to search well-known béask
More recently, it is reported that attackers have directeidipng
attack victims to search engine results to reduce theingtifuc-
ture cost [1]. Although many of these malicious activitiesrbt
directly target search engines, identifying the attadltesl search
traffic is critical to prevent and detect these attacks at teerly
stages.

Nevertheless, despite a few early efforts towards ideintifgpe-
cial classes of click-bot attacks (e.g., [16, 32, 20, 21jeré has
been little work on studying bot-generated search traffi@artic-
ular those related with a large class of malicious attacksuber
of challenges make this task difficult. First, the amount atado

process in the query logs is often huge, on the order of tézalper

day. Thus any method that mines the data for identifying tadfic

has to be both efficient and scalable. Furthermore, with nhaty
net hosts available, attacks are getting increasinglyjtetieawith

each host submitting only a few queries/clicks—to evadedtin.
Therefore, search bot detection methods cannot just foelage
gressive patterns, but also need to examine the low ratrpathat
are mixed with normal traffic. Third, attackers can condyacrtaft

new attacks to make them appear different and legitimates; e
cannot use the training-based approaches that derivermmftem
historical attacks. Finally, with the lack of ground truévaluating
detection results is non trivial and requires different moeiblogy
and metrics than the detection methods.

We present SBotMiner, a system that automatically idestifie
bot-generated search traffic from query logs. Our goal iseto d
tect stealthy, low rate bot traffic that cannot be easily iified by
common threshold-based methods. To do so, we leverage dkey o



servation that many bot-generated queries are controjleddom-
mon master host and issued in a coordinated way. Therefbis w
individual queries may look indistinguishable from norroaér is-
sued queries, they often show common or similar patternsiwhe
we view them in aggregate. Instead of reasoning whetherdin in
vidual search event originates from a bot or not, SBotMirathgrs
groups of users who share at least one identical query acid alid
examines the aggregated properties of their search &siviBy
focusing on groups, our approach is robust to noise intreduxy
sophisticated attackers. It is also easier to verify cagtgroups,
compared to individual users.

We have implemented SBotMiner on a large cluster of 240 ma-
chines in Dryad/DryadLINQ [14, 31] and it can scalably prexe
700 GB data in 2 hours. Using sampled data from query logs
collected in two different months, SBotMiner identifies 12®-
lion bot-generated page views, which account for 3.8% ofdked
sampled query traffic. We further perform a detailed studyhef
detected bot-traffic. Our key findings include:

e Attackers are leveraging search engines for exploiting vul
nerabilities of Web sites. SBotMiner Identifies 88K search-
bot groups searching for various PHP scripts and ASP scripts

Flash
Crowds
Suspicious
History- Query-click Matrix-
Sampled based pair based
Search anomaly Bot
Log detection detection
Seach Bots

Figure 1: Processing Flow.

delivery system to verify broker honesty under standardirstyc
assumptions [18].

Besides click fraud, there are many other malicious agtirat
lated searches in the Internet [25]. Moore et al. [22] id@adifour
types of evil searches and showed that some Web sites hame bee
compromised shortly after evil Web searches. For examtilgla
ers searched a known PHP vulnerability that affected alivas
of PHPizabi [11]. By searchintphpizabi v0.848b c1 hfpl’ at-
tackers can gather all the Web sites that have this vuliéyadnd
then subsequently compromise them.

All the above work detects particular types of search bosetha

e Search bots are spread all over the world. Search bots from " the prior knowledge of the bot activity characteristi@s. our

different countries display different characteristicsea&h

bots from countries with high speed Internet access, e.g.,

knowledge, there has been no systematic approach to igleatifch
bot in general. A recent study by Buehrer et al. [5] analyZed t

Japan, Singapore, US, are more aggressive in submittingegue S€arch logs and provided high-level characteristics opisigis

than those from other locations.

e The results of SBotMiner can be useful for other security
applications. For example, SBotMiner identifies a phishing

search traffic. The study primary focuses on the anomaligisein
search logs for detecting aggressive search bots.

However, not all search bots are aggressive. For examptek-Cl
Bot.A is stealthy and thus cannot be detected using the cammo

attack that tried to steal a large number of messenger atcoun threshold-based methods. Our goal in this paper is to détese

credentials.

To our knowledge, we are the first to perform a systematicystud
of a broad class of bot-generated search traffic. Althoughreu
sults and findings are based on sampled snapshots of quexy log
they demonstrate that detecting and analyzing bot-gertbsstarch
traffic has two advantages: It is not only useful to detect stog
attacks targeting directly at search engines, but is alsmising as
a general method for identifying a wide class of maliciousviies
in the Internet.

2. RELATED WORK

Search engines receive a large amount of bot-generatdid.traf
For example, search engine competitors and third-parfies gen-
erate bot-traffic to study the query latency and result tjeal{10,
23]. Academic researchers could also use scripts to gatfuemia-
tion from search engines (e.g., [3, 27]). These types of a@sot
related with attacks. However, identifying and filteringi from
the query log is essential for mining data and computingssies.

Beside these legitimate bots, there also exist a number bf ma
cious search bots, for example, click fraud bots. Click Rsies
estimated that the percentage of click fraud reached 12n7fhei
second quarter of 2009 [8]. Google also reported a type cit blot
attack called ClickBot.A [9, 12] that involves more than @D
compromised botnet hosts. Each bot host is very stealthgamd
ducts low frequency click frauds.

To fight click fraud, several methods have been proposed.eSom
are based on click through rates and duplicated clicks [2§, 3
while others [20, 21] use statistical techniques to idgrifecific
patterns of the click fraud traffic [19]. These approachemaostly
postmortem-based detection. Majumdar et al. proposed teron

stealthy bot activities. We mainly target distributed sbarots that
involve many users and span multiple IP addresses, for eeamp
botnet-based search bots.

Botnet detection has received much attention in networki-sec
rity. A large number of study focused on spamming botnets [34
33, 30, 7, 26, 13]. Recently, botnets are also shown to canduc
DDoS attack [15] and steal financial data such as credit cawd a
counts and PayPal accounts [28]. In this paper, we aim todake
first step towards a systematic approach to identify seasth ke
compare the captured search bot IP characterizes agaérspam-
ming botnet IP properties. We hope our study can shed ligtti@n
problem of detecting and understanding search bots in gkner

3. METHODOLOGY

SBotMiner explores the distributed nature of stealthyciia
where distributed bots are controlled by a remote commaiRiece
bots follow scripts issued by the commander, bot-generatti-
ities are similar in nature. SBotMiner leverages this propand
aims to identify groups with similar search activities.

Figure 1 shows the high-level processing flow of SBotMiner.
It consists of two steps. The first step is to identify suspisi
search activity groups that significantly deviate from drigtac-
tivities. These groups include both the search bots andflasb-
crowd events. In the second step, SBotMiner adopts a mbaased
approach to distinguish the search bots from flash crowdst, We
present these two steps in detail.

3.1 History-based Suspicious Group Detection
The motivations of search bots are usually very differeainfr

human users. For example, they could excessively clickkattin

promote the pagerank, or click competitor's advertisesénmide-
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Figure 2: Query-click histogram comparison. (a) history his-
togram, (b) current histogram.

plete their advertisement budget. In these cases, they twant
fluence the search engine to change the search results. Aslg re
query click patterns of search bots must be significantlfediht
from normal users. Also attack traffic is usually short-tiyeas

query-clicks as suspicious for further examination using a
matrix-based method (see next section), especially faeho
rare query terms that are associated with only one type of
clicks (normalized histogram would be the same for these
queries). For this purpose, we add the second te

to the Kullback-Leibler distance, wheré. is the total num-
ber of clicks currently received for a given query, aNd is

the total number of clicks associated with the same query in
the history (we usé&V; + 1 to avoid potential overflow when
N; =0.).

H.(i)
H(q)’

The final modified Kullback-Leibler distance becomes:
,0}

+ZH
(2

We use a smoothing version B (¢) to avoid overflow inD i .,

N¢
Diim(H||Hs) = logN 1 ) max{log

many attackers need to rent many compromised machines-o per by replacing zero values i, () with a small value:. Specifically,

form distributed attacks. Therefore, we use a history-thakeec-
tion approach to analyze the change of query-click pattereap-
ture the new attacks.

Each query; to the search engine retrieves a query result page.

On the page, there could be many links{ Lo, ..., L}, including

all the search results and advertisement links. A user ¢ekz#ro

or more of such links. Note that no click is treated as a specia
type of click. Given the click statistics, we can build a bigtam

of click distributions of query; as illustrated in Figure 2. Each bar
corresponds to one link; and the bar value is the corresponding
percentage of clicks. The histogram of query-click disttibn may
change over time. For example, Figure 2(a) shows a the histog
of queryq in history and (b) shows the current histogram.

We use a smoothed Kullback-Leibler divergence to compae th
histogram of query click activities against history. Dendt, (i), =
{Lx, ..., Ly}, the history histogram of clicks oh;, andH.(¢) the
current histogram of clicks. The histograffi(:) is normalized
such that) ", H(i) = 1. The Kullback-Leibler divergence [17]
from current histograni.. to the history histogranti; is defined

as.:
=3 Hel) e

Note that the Kullback-Leibler divergence is always nogaiive,
i.e., Dxr(H:||Hs) > 0, with Dgr(H||Hs) = 0 if and only if
H.= H,.

Intuitively, Dk 1, measures the difference between two normal-
ized histograms For each lidk associated with a given query, the
ratio Ezg measures the frequency change of clicks on thelink
The Iog of this ratio is then weighted by the current cliclginency
H_.(i), and the Kullback-Leibler distance in Equation 1 is the sum
of the weighted log ratios over all clicked links= {L, ..., L, }.

Kullback-Leibler distance and its variants have been useakiny
applications including query expansion [6] and text catizgdion [4]
in information retrieval. For our search bot detection &gtion,
we make two changes to Equation 1:

Dk (Hc||Hs) 1)

o First, we want to detect search bots that are currently ectiv
In other words, we are only interested in links that receive
more clicks. To account for this we replace the log ratio by

max{log Hcgzg ,0}.

e Second, if the current click histogram is similar to history
histogram but the total number of clicks associated with a
query is increased significantly, we still want to mark such

we define

BH (i), if Hg(i) >0
€, otherwise

H.(i) = {

Here 3 is a normalization factor such that the resulted histogram
satisfiesy, Hs(i) =1

If there is significant differencel{x 1. (H.||Hs) > o) between
the history histogram and current one, we conclude theeaelat
queryq as a suspicious query. For a link that is more popular than
history, we pick it as the suspicious clickand form a query click
pair <q,c> (abbreviated taQC' pair in the rest of the paper, and
the lowercasejc denotes a particulaC' pair value). Note that
for one query, if multiple links are becoming popular, muigiQC
pairs are generated. In our experiment, SBotMiner contieeha
setsa to be 1 and also requires each group to have at least 100 users
so that we can study the group similarity of these users.

Our history-based detection captures events that suddgly
popular. These events can include both bot events and ftasltc
events. Next, we use a matrix-based approach to distinghésh
two cases.

3.2 Matrix-based Search-bot Detection

The main difference between the bot traffic and flash crowds is
that bot traffic is generated by a script. In contrast, flasfwdrac-
tivities are originated from human users. Therefore, thehftaowd
groups exhibit a higher degree of diversity. In other worals,
though the users who generate the flash crowd traffic shasathe
interest at one time, e.g., searching Michael Jackson ackirg
his webpage, they can have different search history andlalstse
system configurations such as different browsers and apegists-
tems. In this paper, we use the query history as a featureve dr
the matrix-based approach, and use other features suclstasnsy
configurations for validation (Section 4.2).

The matrix-based algorithm leverages the diversity of siser
distinguish bot events from flash crowds. For each suspdipd
pair gc detected by the history-based algorithm, we first select all
usersUq.= {Un, Us, ..., Un} who performed this query-click ac-
tivity and then extract all the search traffic frdify. into a group
G. Suppose there are unique queries @1, Q2, ..., Q,} in the
group, we construct a matrix/,. as shown in Figure 3. Each row
in the matrix corresponds to a query and each column repesen
a user.My.(4, j) denotes the number of que€y; originated from
userU;.

Figure 4 illustrates two representative matrixes. Figye) & a
flash-crowd matrix, where users share one identical qgeigst
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Figure 4: Query-click histogram comparison. (a) a flash-cravd
matrix, (b) a bot matrix, shaded columns are correlated uses.

row), but their other queries are diverse and uncorrelatei-
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Figure 5: Fraction of groups vs. Fy..

of the group “focus-nessFy. requires us to set a very conservative
threshold (close to 1) to reduce the false positives. If aacker
picks a more popular query by normal users, the fraction of bo
traffic may not be large enough to meet the strict thresholtl an
hence SBotMiner may miss the corresponding group in detecti
Furthermore, each bot user may submit multiple queriestteare-
fore appears to be normal users. In these two cases, we wdlld s
like to catch the bot-traffic group and further separatedeterated
query/clicks from normal user traffic.

To do so, we perform principal component analysis (PCA) [24]
on those query matrices that do not meet the “focus-nesssihr
old. PCA s a statistical method to reduce data dimensitynalth-
out much loss of information. Given a set of high-dimensiona
data points, PCA finds a set of orthogonal vectors, calledcpri
pal components that account for the variance of the inpuat dait
mensionality reduction is achieved by projecting the orgjihigh-

ure 4(b) is a bot matrix, where many users (shaded columns) in dimensional data onto the low-dimensional subspace spabye

this matrix have identical/correlated behavior.
In some extreme cases, bot activities are very dedicatetl, wi

these orthogonal vectors.
The rational of adopting PCA for our analysis is that since bo

each bot user only issuing one or a few queries. For these easyusers from one group are controlled by the same script, goeiries

cases, we use a metrig,. to quantify the “focus-ness” of the
group, i.e., percentage of traffic originating from useet fearched
only for q over the total traffic inG.

F _ z]{MqC(Q7.])|v.]7 s.t. zz¢q ch(imj) = 0}
* sz ch(i7j)

Figure 5 shows the distribution df,. across all groups that are
detected by the history-based scheme. We can see that naore th
10% of groups havé,. equal to zero. This shows that users who
perform thesec pairs all conduct some other queries as well, sug-
gesting that these groups to be flash crowd groups. Theremnsla s
fraction of groups with?y,. between 0.1 and 0.6. A majority (70%)
of the groups havé,.>0.7. For these groups, at least 70% of users
conduct theyc pair query do not issue other queries. WHep is
close to 1, it means almost all the users in the group seatgh;on
They are very suspicious groups as normal users have digerse
tivities. SBotMiner conservatively sefg,. = 0.9 as the threshold
for selecting bot groups.

By looking at the user-group properties, our approach issbto
a small amount of noise (i.e., coincident legitimate searaffic).

It is also easier to validate bot-groups than individuaklmtcause
we can compare the similarity of the activities within a gvpe.g.,
whether they use the same user agent.

©)

3.3 Separating Bot Traffic from User Traffic
The matrix-based detection method presented in the lasesub

tion provides a base for us to detect groups with a dominaiat fr

tion of bot search traffic. However, using a single fixed thodd

are often strongly correlated, for example, all submiténgjmilar
set of queries. We can therefore use PCA to identify the tzige
bot query patterns that are hidden among a large variety rof&o
user queries.

Given a query matrix\/,., we first convert it into a binary ma-
trix Bge, WhereBgc(i,j) = 1iff My.(3,j) > 0. PCAis then per-
formed on the converted binary matrix. Since bot user qaexe
strongly correlated while normal user queries are notjtisialy the
subspace defined by the largest principal component camelsgio
the subspace of bot user queries if they exist. So SBotMilects
the largest principal component denotedisand computes the
percentage of data varianég accounted for byF;. A large P;
means a large percentage of users all exhibited stronglatore
in their query patterns and are thus suspicious.

To further identify these suspicious users, for any mabix
with P; greater than a threshold (currently set to 60%), the next
question is how to identify the column vectors that corresptine
subspace defined h¥,. To do so, we projecB,. onto the sub-
space defined by, to obtain a projected matri®;,.. For each
column (user) vectou; in the original matrixB,., denote its cor-
responding vector in the projected matf%,. asu;. If the L, norm
difference betweemn; andu; is very small, that means the projec-
tion onto the subspacB;,. does not change the vectay much
and the principal componeiit; describes the data well. Therefore,
SBotMiner selects the user vectors with the smallest norm dif-
ferenced|u; — u;|| that accounts for the energy in the subspace of
E;. To do so, we choosk such that

||E1||2J
[1E]]2

k=|mx



| | Features |

For detection| User ID (anonymized)
Query term
Click
IP address
Cookie (anonymized)
Cookie creation time
User agent (anonymized)
Form
Is Javascript enabled

For validation

Table 1: Features.

[ Time | Total Sampled Pageviews
Feb data 1,722,390,355
April data 1,662,815,486

Table 2: Data.

The corresponding users are the suspicious users in a group as
their query vectors changed the least from the original epdier
projecting into the reduced 1-dimension subspace.

In practice, since the number of columns (usersin a matrix
can be very large, to reduce the computation complexity, ame-s
ple 1000 users to construct a smaller sampled query mafyix
and perform the above computation on only the sampled matrix
Correspondingly, thé selected suspicious users are only from the
sampled matrix. In order to identify all such similar suspirs
users, we look back into the query log and identify all the'sitieat
have identical search patterns (i.e., with identical gladigk pairs)
to at least one of the suspicious users from the sample matnix
output are therefore the expanded bot-groups.

4. RESULTS AND VALIDATION

We sampled two months of search logs (February and April 2009
Each month of sampled data contains over 1 billion pagevisvs
shown in Table 2. A pageview records all the activities eslan
a search result page. From a pageview, we extract nine ésafisr
shown in Table 1: user ID(recorded in the cookie), query germ
clicks, query IP address, cookie, cookie creation date, apents,
FORM, and whether Javascript is enabled. Due to privacy con-
cerns, user ID, cookie, and user agents are anonymized by has
ing. In addition, when we look at IP addresses in the log, veeiso
mostly on studying the IP addresses in a region, rather tham-e
ining a particular IP address.

Among these features, the first three features (user ID,yquer
terms, and clicks) are used for detection and the remairingre
used for validation.

We implement SBotMiner on the Dryad/DryadLINQ platform,
where data are processed in parallel on a cluster of 240 mehi
We first partition the data according to queries and exantiee t
query-click histograms of different queries in paralleheToutput
of this step is a set of suspicioGyC pairs. In the second step, we
partition the data according to users and process usergatigla
This step extracts all the activities of users that are astsstwith
suspicioug)C pairs. Finally, eacld)C pair is processed in parallel
using the matrix-based detection scheme. The entire ppoakes
SBotMiner can be finished within 2 hours to process the 700GB o
sampled data.

4.1 Detection Results
Table 3 summarizes our detection results. The historyebdse

——Febuary
—— April

Number of groups

10°
Number of unique user IDs per group

10

Figure 6: Number of unique users per search bot.

——Febuary
— April

Number of bot user IDs

4 6

Number of search activities per bot user ID

Figure 7: Number of search activities per user.

480K groups in April. Among these groups, a dominant fractio
of the bot-search activities can be detected using the signolup
“focus-ness”F,. metric. With F,. = 0.9, the matrix-based ap-
proach identifies 280K groups in February and 322K groups in
April to be bot groups. In total, these groups involve over 60
million pageviews in February and 63 million pageviews infibp
which roughly account for 3.8% of the total sampled traffic.

We look at the number of user IDs per searchbot group detected
with the F,. metric. Figure 6 shows the distribution. The x-axis
is the number of unique user IDs per group and y-axis is the cor
responding number of groups. We can see that over 58K groups
are small (with just 100 user IDs, where 100 is our threshbtti®
distributed search bot). There are several large bot graviisthe
largest one containing 1.3 million user IDs.

Figure 7 shows the search activity per user ID. A majority of
the user IDs are quite transient, conducting only one sedrbrs
could also be caused by the fact that some search bots desaiie
ies, so each search query will generate a new user ID. Hoyseer
do capture some bot users that are aggressive. The mossaggre
sive user conducted 199K searches. This user may havesdtidiz
script to obtain realtime stock price. The script generhteeltiple
queries per second (see Section 5.3.4 for more details).

For the remaining suspicious groups, SBotMiner performa PC
and detects 137 groups as bot-search groups using bothafgbru
and April's sample data. Figure 8 shows the cumulative idistion
of these group sizes. Majority of the groups (90%) have fetan
4,000 unique bot-users, with a few groups being very largé wi
more than 10,000 users.

Although the number of groups detected using PCA is small,
interestingly, we find a phishing attack among them by arniadyz
the groups with the most number of users. This attack happene
in April, using which data, SBotMiner identifies five largeogps

tection scheme detects more than 500K groups in February andinvolving more than thousands of unique users that all fearthe



| Suspicious groups Bot groups| Total Pageviewd Unique user IDs| Unique IP addresse}s

Feb data 543,600 280,767 60,335,661 81,511,784 212,109
April data 480,491 322,476 63,525,084 61,342,906 314,341
Table 3: Result Summary
1 6
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Figure 8: CDF of the number of unique users per group.

keyword “party” for image results. Examining closely, wedfitnat
all the users had the following similar format in their reéarfield,
with a website followed by some user IDs:

http://<domain-name>.com/?userid

Further study suggests these five groups were part of a phish-
ing attack that steals the credentials (login names andvpads)
of the users who access social network sites or use messsarger
vices.When this attack compromises a user account throlighp
ing, it logs in as the user to the corresponding service andsse
both a message and a URL link to the friends in the contact list
Each such message tells the friend that the user has fourtlagpi
of the corresponding friend and the picture is stored in treched
URL link. When the friend clicks the link, she will be diredt¢o
a Web site, asking her to log in in order to see the picture.s Thi
Web site is set up by the attackers. Once the friend entelsgier
name and password, she will be redirected to the Live sedeh s
using keyword “party” to display a set of image results frdme t
query. Meanwhile, the attack successfully collects arrotfotim’s
credential and can further propagate the attack by infgatiore
users. The user IDs attached at the end of the referrer fieldssh
the victim user IDs.

Using this information, we examine all queries that shae th
similar structure in their referrer fields and identify mangre user
IDs that are likely the phishing attack victims. For thistpardar at-
tack, the search traffic is actually not generated from tptsfrom
a group of real victim users. Although SBotMiner is not styide-
tecting bot-traffic in this case, the ability to identify wsual search
traffic group is important to detect and stop other attacksaaly
as possible.

4.2 Validation

We verify the captured bot activities by examining the samitly
within the group. As we mentioned in Section 3.2, SBotMingg!
three features for detection (user ID, query and click). Noww
use the remaining features for validation: hash of cookiekie
creation date, IP address, FORM, hash of user agents. Ifroup g
has over 99% of pageviews agreeing on one feature, e.ginghar
the same FORM, we consider that group has one identicalréeatu
If a group agrees on one or more features, it indicates tieagtbup
is highly likely to be controlled by one commander, and thisly
to be bot-groups.

Figure 9: The number of identical features vs. F,.. Each bar
plots the average number of identical features per group, eor
bars represent (+/-) standard deviation.

o
w
&

0.9
0.8
0.7
0.6
0.5
0.4
03
0.2
0.1

o Q
= 2 N ©
[

Fraction of groups
°
2

Fraction of groups

o
o
@

o

0 1 2 3 4 5
Number of identical features

(@)

6 6

o 1 2 3 4 5
Number of identical features

(b)

Figure 10: Number of identical features in each group. (a) bb
groups (Fyc > 0.9), (b) flash-crowd groups Fy. < 0.1).

Figure 9 plots the number of identical features that eachigro
agrees on when we vary the group focusness thredhipldAs we
can see if a group is very focused, i.e., most users all queey o
particular query, these users tend to have more than onédden
feature. This validates that these groups are very likelyet@on-
trolled by one commander. For a group with a low focusness, i.
users have diverse query terms, users within this groupttenave
zero identical features.

As SBotMiner conservatively sefg,. = 0.9 as the threshold for
selecting bot groups, Figure 10(a) shows the number of ickdnt
features within the selected bot groups. We can see thatdst m
groups, records within a group share three or more featstgs,
gesting they are highly likely to be controlled by one enfiy-
tacker). Only around 0.3% of the groups do not agree on any fea
ture. They may be the false positives of our approach.

As a comparison, we check the similarity of features of flash-
crowd like groups. The flash-crowd groups are categorizetidse
with a sudden increase in volume (captured by history-based
tection), but have a very low,. ( F,. < 0.1%). There are a total
of 125,357 flash-crowd groups. Figure 10(b) plots the nunaber
identical features within flash-crowd groups. We can seedber
98.6% of groups do not agree on any feature, showing that they
are from many users and are unlikely to be controlled by aeing
attacker. The dramatic difference between the capturedrooips

1we pick 0.1 as threshold because the fraction of groups teetwe
0.1 and 0.6 is very small as shown in Figure 5.
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and the flash-crowd groups suggests that the identified lootpgr
are indeed very suspicious.

5. SEARCH BOT TRAFFIC ANALYSIS

In this section, we analyze the bot traffic identified by SBiotét
to understand what these queries are and where they are \wem.
begin with examining the IP-address distributions of theecked
bot traffic and their overlap with the spamming botnets detéin
previous work [33]. We also study the bot traffic groups cognt
by-country and present representative cases.

5.1 |IP-Address Distributions

The number of IP addresses per bot has a similar distribason
user IDs. As shown in Figure 11, most groups contain just éne |
address. However, the largest group SBotMiner identifieglite
distributed. It contains 13K IP addresses, conducting ayfioe a
Chinese Web site.

Per IP wise, most IP addresses are quite stealthy, issuipgoa
or a few searches as shown in Figure 12. There are a few aygress
IPs. The top one searched 242K search queries for used machin
(details in Section 5.3.4).

We examine the IP address distributions across the entigdé&e.
Figure 13 shows that both February and April have similarlBot
address distributions: more than 75% of the IP addressesomne
space 64.0.0.0-128.0.0.0, with the remaining coming frénad-
dress range 211.0.0.0 - 224.0.0.0.

5.2 Overlap with Spamming Botnets

We further compare the IP address distributions with thenspa
ming botnet IP address distribution derived from previouskw
BotGraph [33]. We use one-month Hotmail user-login data col
lected in February 2009 as an input to BotGraph, which return
1.66 million spamming botnet IP addresses for that monthe Th
IP addresses output by BotGraph are botnet IP addressesetet
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Figure 13: Distribution of bot IP addresses.

used by attackers to log into Hotmail and send spam emails.
terestingly, we find the spamming botnet IP address digtabuo
be quite different from the search bot IP address distidmsti In
particular, a large portion (around 30%) of spamming bolfRetd-
dresses were around IP address ranges 191.20/8. Howererjth
not much search bot activity in this IP address space. We afignu
investigate this range and find many of them are from SouthrAme
ica countries such as Chile. We also compute the exact peerla
among the three sets of IP addresses. Although about 7% - 10% o
search bot IP addresses overlap between February and Bqtl,
sets of search bot IP addresses hardly overlap with the BptGr
generated spamming botnet IP addresses. Two factors neigttt |

to the difference in terms of |IP address distributions. tFasot-

net is often used for a dedicated attack at each time, erged¢o
launch a specific attack. Thus search botnets and spamming bo
nets do not overlap simultaneously in time. Second, noteaich

bot traffic is from malicious botnet attacks. In our analysis find
many classes of search bot traffic with different motivagiowhile
these search queries may not be launched by botnet attaekers
large fraction of them are also attack traffic.

5.3 Search Bot from Different Regions

Table 4 shows the top regions with the most number of search bo
IP addresses. Some of them are regions with large user pimmsla
such as China and US. But surprisingly, we also see smathmegi
such as Japan, which usually do not appear in the top regibofli
compromised hosts. Table 5 shows the table of top regiorstinet
most number of searches. Also, surprisingly, we see regiocisas
Singapore and Netherlands, which usually are not assdoreith
large percentages of compromised hosts either.

In this section, we look at some of these regions in detail and
present the differences between search bots from diffeegitns.
For each case, after we study an attack in a particular regien
also look back to the general results to see whether this dfpe
attack is general. By doing attack analysis, we hope to sbeds
lights on to the activity and the motivation of the currenars
bots.

Figure 14 compares the bot IP activities in different regiorhe
x-axis represents the number of searches per IP addres@and t
corresponding y-axis shows the percentage of IPs that comlaiat
number of searches. In general, most IPs in all five regiondwct
a few searches and there are relatively few aggressive ortes.
distribution of five regions are significantly different:dkh China
are most conservative, with 63% of the IP addresses conailict o
one search. In contrast, in Singapore, only 15% of IP addsess
conduct one search and there are higher percentages ofsiggre
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4919520 United Kingdom
giiggi Kog}:n(jggth) | Solar Power Ad Clicks |
1557021 Russian Federation HomeMadeEnergy.org
1204199 Netherlands BuildSolarPanels.net
1181441 Singapore www.ServiceMagic.com
1123857 Japan SolarPower.TheAuthorsOutlet.com
953133 Brazil www.HomeSolarGuideO.com
www.earth4energy.com
Table 5: Top 10 regions with the most bot queries (April). www.SunPowerCorp.com
www.Segen.co.uk/Solar
IPs. This might be correlated with the network access bauittiwi Table 6: An example click bot.

of different regions. As Japan and Singapore have highed-ban
width, IPs there could be leveraged for aggressive seardtes,

we study search bots in these regions in detail. 5.3.2 Search Bot from China
. China has by far the largest number of search bot IP addresses
5.3.1 Search Bots from Singapore and Japan However, most IP addresses only conducted a few searches. We

It is surprising to see Singapore to be on the top 10 regiotts wi  find several different search patterns for bots from China:
the most number of search queries in Table 5, as Singapore has First, surprisingly, more than half of the search bots stteahi
never been reported to be the home of a high percentage adtbotn queries in English even though most Chinese and Taiwaness us
hosts in previous studies [29, 26]. When we look at the search do not speak English.
bot IP addresses in Singapore, we find that there are rdiative Second, there are a few low rate search bots for promoting Web
small number (593) of search bot IPs, but some are very agjgees sites. These groups issued the exact Web site name anddcboke
There are 25 IP addresses in Singapore that each conducted mo the same Web site. Globally, SBotMiner identifies 38 groups o
than 10K searches in April. This could be related to the faat t such Web site promoters in the Feb log and 54 groups in April.
these regions has high speed Internet access links. Third, we find an aggressive bot group that searched “SolaePo

We further investigate the most aggressive IP addressemin S and clicked a total of 23,892 advertisements (Table 6). V¢e su
gapore and Japan. Most of them issued very similar querigtein ~ pect this attack may try to deplete competitor advertisearnadget.
format ofword “.php?”, whereword is an arbitrary word in many There were two other groups from China in the same categaty an
languages (could be obtained from some dictionary). Weestisp  they also shared IP addresses. Globally, however, onlyyggn

that attackers would like to use search engines to identifytdP centage of search bots conducted click fraud. SBotMinentifies
scripts that take arguments. It is known that attackersestrthiese in total four groups using the February data, with 31,184eatike-
PHP scripts with malicious arguments to see whether therewds ment clicks. The “Solar Power” example mentioned above ésafn

nerabilities in these scripts [22]. There is another simsi@arch them. Similarly, there are four groups in the April data with54

term in the format okite:word “.aspx?” that seems to be related  clicks world wide.

to searching for vulnerabilities in ASP scripts. Finally, the searching for PHP and ASP scripts also appear. |
Using the entire datasets, SBotMiner detects 8,678 gragsls- addition, we also observe queries in the formawofd mail where

ing for PHP scripts in Feb and 79,337 such groups in April; 64 word can be replaced by any keyword. These could be attairkers

groups searching for ASP scripts in Feb and 301 groups inl.Apri ing to collect email addresses for spamming. World wideretlage

These searches spread all over the world. 3,173 such mail-searching groups detected in Feb and 3r06pg

detected in April.



5.3.3 Search Bot from Russian Federation

Similar to Singapore, most of the search bots from Russian Fe
eration are related with vulnerabilities. We see a dominataber
of search bots searching for PHP scripts. Different fromadhes
in Singapore, they are in a different formdindex.php?word=",
whereword can be replaced by common PHP commands such as
get, cmd, g

We also see a large number of searches for IP addresses in the

format of“ip:a.b.c.d”, and“ip:a.b.c.d:port” . From our entire datasets,
there are 1,310 groups searching for IP addresses in Fgtandr
2,509 groups in April. Some of these IP addresses are likgéyno
proxies and we are further investigating them.

5.3.4 Search Bots from the US.

The top aggressive search bot user ID is in the US. This piatic
one is not malicious. Rather, it was gathering realtimerimfation

from the search engine. This user seemed to have used a scrip

for querying stock symbols such as MSFT, YHOO, INTC, with
multiple searches per second.

IP address issued a large number of queries searching fdmnuse
chines, used equipments, and used hand vans, etc. In tHes&pri
pled data alone, this IP address conducted more than 242iegue

search bots in the United States had similar query patterssarch
bots from other regions, e.g., searching PHP and ASP scHpts
ture work includes further in-depth analysis of the detectiesults
and more formally categorizing them.

6. COUNTER STRATEGY

Improving network security is an arms race between thelatac
and the detector. With SBotMiner available, attackers maygtvo
game the detection system. In this section, we discuss &di-p
bilities and show that it is non-trivial to evade the detectsystem.

The first step of SBotMiner (the history-based approachais h
to evade. As mentioned in Section 3.1, if an attacker wishés-t
fluence search results, he has to generate a query-clickdigin
that is significantly different from the normal distributio Con-
sequently, the attack would be captured by the historyhase
tection. For the remaining of the search bots that aim toegath
information through search engines, as shown in the exaniple
Section 5, their search terms usually are different froménuosers
and their rates are also much higher. Therefore, thesekattan
also be detected by the history-based approach.

noise (queries) to the bot activity, so that the group lodgsiohilar
and thus the second step of SBotMiner (the matrix-basedapby
may conclude the attack to be a flash-crowd event. Here, veéepte
a few observations to suggest that such an attack wouldbstill
difficult if not impossible.

for users to share frequent queries. Therefore, it is neiaitrto
mimic normal user queries by inserting random queries.

Second, many attackers use botnets that are distributedsacr
the globe. It is very hard to make their queries meaningfubto
cal regions. As we have shown in Section 5.3.2 and 5.3.3pofhe t
English queries in non-English speaking countries are saspi-
cious. To closely mimic normal user behavior, an attackedado
build normal user profiles across many regions, which wauddii
high overhead.

query terms from different regions are often different. Ufg15
shows that the queries from a UC Berkeley IP range (136.1&%8)0
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Figure 15: Comparison of query frequencies of a Berkeley IP
range and a UIUC range. The x-axis is sorted according to the
fuery frequency in the Berkeley range (descending order).

are quite different from those in a UIUC IP range (128.1748),
The top aggressive search bot IP address is also in the Us. Thi although both are university ranges. Most of the query teppear
in only one range, but not the other. Even for the top ten gseri
from Berkeley, only five of them appear in the UIUC range. The
remaining five are highly localized queries sucltaknail, bspace
Besides the top aggressive user ID and IP address, many of theVhich are all services local to the Berkeley campus.

Further, SBotMiner could potentially leverage a richercddea-
tures, e.g., the six features used for validation, intexrgtime, and
query patterns, for detection as well. Itis essentiallficift for the
search bot commander to randomize every feature, espewsiadin
they do not know the feature list used for detection aheadradf.t
Also, ShotMiner currently operates in a postmortem fashiorfu-
ture, we plan to evaluate the possibility of online operatie.g.,
realtime filtering search bots based on attack signaturergead
by the offline detection results. This will make it even harfie

attackers to evade the detection.

7. CONCLUSION AND FUTURE WORK

We presented SBotMiner, a novel system for detecting sdmtch
traffic from query logs at a large scale. Our work focuses entid
fying and analyzing stealthy, distributed, low-rate sedrat groups
that were difficult to detect before. We used sampled quegg lo
collected in two different months and identified 700K botups
with more than 123 million pageviews involved. The percgata
of bot traffic is non-trivial — accounting for 3.8% of totakbffic,
suggesting identifying and filtering search bot traffic iportant
However, a sophisticated attacker may attempt to add randomto compute accurate data-mining statistics from query.logs

Furthermore, we performed an in-depth study on the idedtifie
bot traffic on the Internet, and found that bot hosts areitigtied all
over the world. Initial evidence shows that many of them rhlgga
associated with various forms of malicious activities saslphish-
ing attacks, searching for vulnerabilities and spammingets, or
First, normal users do not issue random queries. It is common checking blacklists. Interestingly, attacks from diffiereountries
and regions do exhibit distinct characteristics, and $elots from
countries with high bandwidth Internet access are mordylikkebe
aggressive in submitting more queries. We hope our earlynigsd
can call for more attention and future research on analyzagigr
abnormal search traffic for enhancing the network security.
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